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Abstract—This paper proposes a methodology for timing 
error analysis of RTL circuit descriptions. The evaluation has 
three components: (i) statistical static timing analysis (SSTA) for 
standard cell components (ii) estimation based on probability 
density function (PDF) propagation for characterization of 
combinational blocks, and (iii) simulated fault injection (SFI) 
performed at RTL. Reliability characterization of basic 
components is derived using SSTA; PDF propagation is used to 
accurately capture the probabilistic error profile of each primary 
output (PO) of combinational blocks; RTL saboteur based SFI is 
employed in order to assess the reliability of the whole circuit. 
The proposed methodology is applied for the fault tolerance 
analysis of a flooded Min-Sum (MS) LDPC decoder.  

  Keywords—Simulated Fault Injection, Timing Analysis, 
Probabilistic Errors, Timing Errors 

I.  INTRODUCTION  
One of the most radical approaches in tackling the 

increased power issues in today’s digital circuits is represented 
by the aggressive voltage scaling till near and below the 
MOSFET threshold voltage [1]. However, the aggressive 
voltage scaling has the drawback of decreased reliability of the 
semiconductor devices. The reliability issues are further 
augmented by the process variations characteristic to deep 
nanometer CMOS technologies. One of the most important 
reliability problems of sub-powered devices is represented by 
the timing errors, which are due to the logic circuits’ inability 
to switch for a given delay constraint [2]. In this context, the 
development of reliability assessment methods for circuits 
affected by timing errors becomes critical.   

In this paper, we propose a multi-level approach for 
analysis of complex systems described at RTL. The analysis is 
performed at three layers of abstraction: 

1. SPICE simulations are employed for reliability 
characterization of standard cell components. 

2. Analytical methods based on PDF propagation are used for 
gate level netlists. 

3. Saboteur based SFI is performed for the reliability 
estimation of the RTL description 

Regarding the first phase, Monte-Carlo SPICE based 
simulations are employed in order to perform SSTA for the 
standard cell components, under process, voltage and 
temperature (PVT) variations [2][3]. An Inverse Gaussian (IG) 
PDF is obtained for each logic gate after the SSTA. The gate-
level analysis is performed in an analytical manner, by 
applying a linear composition of the IG distribution‘s 
parameters obtained for the standard cell gates. The output of 
this phase is represented by the cumulative distributed function 
(CDF) of each PO of the combinational blocks. The CDF is 
used to determine the error probability for each PO for a given 
timing constraint. The same timing constraint, which represents 
the clock signal’s period, is applied in the same clock domain. 
This way, we generate an accurate fault map for the entire 
clock domain, which reflects the sensitivity of each PO to a 
given time constraint. The third phase is represented by a 
probabilistic SFI analysis of the RTL description.   

We have employed the proposed methodology in order to 
analyze the error correction capability of a flooded MS LDPC 
decoder affected by probabilistic timing errors. The PO of each 
combinational block in the LDPC decoder has been injected 
with a failure probability given by applying the same timing 
constraint, which represents the clock period. This way, we can 
estimate the decoding performance of overclocked LDPC 
decoders.   

The paper is organized as follows: Section II describes 
related approaches for multi-level reliability analysis; the 
proposed methodology is presented in Section III; the results 
for the reliability analysis using the proposed methodology of a 
flooded MS LDPC decoder are described in Section IV; the last 
section is dedicated to the concluding remarks.  

II. RELATED WORK 
SFI has been widely used for evaluating the reliability of 

digital systems affected by different types of faults in early 
design phases [4][5][6][7][8]. Development of the SFI 
methodologies is dependent on two goals: fault modeling 
capability and simulation overhead. Good fault modeling 
capability is obtained when using low level circuit descriptions, 
such as gate level netlists. However, simulating complex 
systems at low layers of abstraction is unfeasible.  
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Furthermore, for probabilistic faults, this problem is aggravated 
by the large number of required simulations.  

Several approaches have been developed which target the 
trade-off between the fault modeling capability and the 
simulation overhead [4][5][6][7]. They rely on performing 
analysis on multiple layers of abstraction: fault models and 
fault behavior corresponding to higher abstraction layers are 
derived using analysis performed for low level descriptions of 
blocks, while the reliability of the entire system is estimated 
using high level analysis. The works in [4][5][7] propose 
methodologies to assess the reliability of digital systems 
described at RTL under Single Event Transient (SET) fault 
models. Static timing analysis for combinational blocks is used 
in [5]  in order to reduce the set of faults and to identify the 
faults which may produce errors at blocks’ primary outputs; 
these faults are then injected in the RTL model. The work in 
[7] uses SET fault injection for gate level characterization; the 
critical input combination and its probability is derived for 
combinational blocks; probabilistic model checking using 
PRISM is used for deriving the reliability at RTL. The 
approach in [4], uses SPICE simulation for characterizing SET 
effects at gate level; logic de-rating is used to determine the 
SET effects for combinational blocks; the results from this step 
are used for RTL SFI.  

Our aim is to investigate the probabilistic timing errors, 
which mainly affect the CMOS circuits supplied at sub and 
near threshold voltages. Due to the process variations 
characteristic to deep sub-nanometer technologies, as well as 
supply voltage and temperature variations, sub-powered 
CMOS circuits exhibit a probabilistic behavior, with error 
probabilities dependent on the delay constraints. In order to 
accurately determine the probabilities for each fault location in 
the RTL description, we employ SSTA for deriving the PDF of 
each standard cell components; the obtained standard cell 
components’ PDF are propagated in order to determine the 
CDF of each combinational block’s PO. These CDF’s 
represent the PO’s error probability for a given delay.  

III. MULTI-LEVEL RELIABILITY ANALYSIS 

A. Overview 
The proposed methodology is performed at three layers of 
abstractions: 

1. Standard cell characterization – SSTA based on Monte-
Carlo SPICE simulation,  is used in order to determine the 

propagation delay distribution for PVT variations for each 
standard cell component;  

2. Gate level PDF propagation – for each PO of each 
combinational block, the worst propagation path is 
determined; based on these paths, the delay distribution is 
derived using a linear composition of PDFs corresponding 
to standard cell gates on the critical path for each PO; the 
gate level netlists for each combinational block are 
obtained after the RTL design partitioning and logic 
synthesis, using the standard cell components 
characterized in the first phase;  

3. Saboteur based RTL SFI – probabilistic saboteurs are 
inserted in the RTL description on each PO of the 
combinational blocks; the error probability for a given 
clock period is given by the PO’s CDF; 

Fig. 1 depicts the reliability analysis flow.  The proposed 
methodology makes use of commercial design and simulation 
tools, such as: Cadence Spectre or Virtuoso for standard cell 
characterization, Cadence Encounter RTL or Synopsys Design 
Compiler for logic synthesis, and Modelsim for RTL 
simulation.   

B. Statistical Static Timing Analysis  
The first step in the reliability analysis flow depicted in Fig. 

1, consists of the statistical timing characterization of each 
standard cell of the technology library. Specifically, each 
standard cell is augmented with its propagation delay 
probability distribution over PVT variations. For each sampling 
set of process, supply voltage and temperature variation data, 
the cell propagation delay is derived as a mean between the 
measured rising and falling propagation delays which 
correspond to the two possible output switching situations, i.e., 
the output undergoing transition from logic “1” to logic ”0”, 
and vice-versa.  

Monte-Carlo SPICE simulations are used in order to derive 
an IG distribution for standard cell component. The IG based 
PDF, described in [2], has been used to model the probability 
delay characteristic of the standard cell components. This type 
of distribution is characterized by the mean ߤ and shape ߣ 
parameters.  

 

Figure 2 – Standard cell components delay IG based PDF 

Figure 1 – Three level reliability analysis flow 
 



 

 
Figure 3 – Primary Output Propagation Delay IG Based 

CDF 

The IG based PDF has the following advantages [2]: (i) it 
has been proved to provide accurate fitting with respect to the 
Monte-Carlo simulation results for both sub-powered and 
nominal supply-voltages (ii) PDFs of a combinational network 
can be easily derived using linear composition of the IG 
distribution of gates which compose it.  

Fig. 2 depicts the IG based distribution for Inverter, 2-input 
NAND and D flip-flop implemented using PTM 45 nm MOS 
models, supplied at 0.35 V.     

 

C. Gate Level PDF Propagation 
The second phase of the proposed analysis is represented 

by the gate level analysis. It is used to derive the error 
probabilities for each PO of the combinational blocks. Using 
the IG based distribution of each standard cell component, the 
PDF of the PO is derived by employing a linear composition 
of the components on the worst delay path for that specific 
PO. For instance, for a critical path being composed of 2 INV 
cells and 3 NAND2 cells, the mean ߤ  and shape ߣ  
parameters of the IG output propagation delay distribution are 
approximated as: 

൜		ߤ = 2 ∙ ூேߤ + 3 ∙ ேேଶߤ
ߣ 	= 2 ∙ ூேߣ + 3 ∙ ேேଶߣ

   (1) 

The error probability of the PO for a given delay constraint 
is derived using the Cumulative Distributed Function (CDF) of 
the IG distribution. The CDF depicts the probability of the PO 
to be correct for a ߬  timing constraint. Fig. 3 depicts the PDF 
(a) and the associated CDF (b) for an IG based distribution. 

 

D. Fault Map Generation 
The PDF propagation via the means of linear composition 

of the standard cell components’ IG distribution is used to 
derive the error probabilities for each PO. Fig. 4 depicts the 
CDF for a combinational block with three POs (denoted as 
ܱ1,ܱ2,ܱ3),  with different propagation delays. ݐ is the 
timing constraint, which is represented by the clock period. 
For a given ݐ, each PO will have its distinct error 
probability, given by its own CDF. 

 
Figure 4 – Circuit POs Delay CDF 

Regarding the error probabilities for different 
combinational blocks which operate in the same clock domain 
they are obtained from their respective POs’ CDF, by applying 
the same timing constraint. Thus, combinational components 
with lower latencies will have lower error probability rates 
with respect to circuits with higher delays. Therefore, we are 
able to provide an accurate fault map over the entire circuit 
which to be used for RTL SFI.      

E. Saboteur Based RTL SFI 
The implemented SFI technique is based on the saboteur – 

HDL module which alters the value/timing characteristic of a 
signal [8]. The probabilistic saboteurs are applied at the inputs 
of sequential/memory components. The proposed saboteurs are 
composed of: 

1. Signal switch detection – this component is employed 
because timing errors manifest at output transitions 

2. Random number generator (RNG) – RNGs are used due to 
the probabilistic nature of the simulated timing errors 

3. Logic XOR module – this component is used for selective 
altering the “sabotaged” signal.  

The saboteurs for each combinational output (or input for the 
sequential component) have as parameter an individual error 
probability. The error probabilities are given by the PO’s CDF.  

IV. CASE STUDY – MIN-SUM LDPC DECODER 

A. Circuit under test 
 We have applied the proposed methodology for the fault 
tolerant analysis of a Min-Sum (MS) Low Density Parity Code 
(LDPC) decoder. The developed LDPC decoder implemented a 
flooded scheduling [10]. Flooded MS decoding is performed 
by exchanging messages between processing units, denoted as 
check node units (CNU) and variable node units (VNU). This 
message passing between the processing components is 
performed for several iterations, until a codeword is found or 
the maximum number of iterations is reached. We have 
implemented a MS decoder with serial processing for both 
variable node messages (denoted as ߙ) and check node 
messages (denoted as ߚ). The input of the decoder is 
represented by the input log-likelihood ratios (LLR) – denotes 
as ߛ - , and outputs the hard decision bits, which are the signs 
of the a-posteriori LLR – denoted as ߛ.  



 

 
We have implemented the decoder for a (3,6)-regular LDPC 
code, with code length 1296 and code ratio ½. The (3,6)-
regular LDPC code is a quasi-cyclic LDPC (QC-LDPC) code 
[9], with the circulant matrix size of 54. The parity check 
matrix associated to this code contains 1296 columns and 648 
rows, with the base matrix containing 24 columns and 12 rows. 

 The architecture of the implemented decoder is presented in 
Fig. 5. It consists of:  

1. Input Log Likelihood Ratio (LLR) memory – this memory 
stores the input messages; these will be used in the 
decoding process for VNU computations; the memory 
word size is equal to quantization of ߛ (4 bits) multiplied 
by circulant size (54); the depth of the memory is equal to 
24 (number of columns in the base matrix.   

2. VNU processing block – it contains 54 individual VNUs; 
the 54 VNUs compute the corresponding variable-to-check 
messages (α) for a column in the base matrix, as well as ߛ  

3. α message memory – it stores the variable check messages, 
which will be used in the check node computations; the 
memory word size is equal to the quantization of the α 
message (4 bits) multiplied by the circulant size (54×4 
bits); the depth of this memory is equal to 72. 

4. α message Barrel Shifter (BS) – it represents the  routing 
network between the VNU outputs to check node unit 
inputs; it has 6 multiplexer (MUX) levels and a number of 
54x4 (circulant size multiplied by α message quantization) 
MUXes per level. 

5. CNU processing block – it contains 54 individual CNUs; 
the 54 units compute the corresponding β for a row in the 
base matrix; a compressed form of the all 6 β messages 
corresponding to a row in the parity check matrix is used; 
the size of the compressed β message is 15 bits.  

6. β message memory – it stores the β messages, which will 
be used in the VNU processing; the memory word size is 
equal to 54x15 (circulant size multiplied by compressed β 
message size), while the memory depth is equal to the 
number of rows in the base matrix (12). 

7. β message BS – it represents the  routing network between 
the VNU outputs to check node unit inputs; it has 6 
multiplexer (MUX) levels and a number of 54x15 MUXes 
per level.  

8.  Hard-decision memory – this memory contains the hard 
decision bits obtained after each iteration; the output of the 
decoder is read from this memory  

9. Control unit and early termination circuit – it has the role 
of providing the appropriate sequence of operations, 
according to the flooded MS decoding; it provides: (i) the 
read and write addresses for the 4 memories; (ii) the shift 
amounts for the 2 BS; (iii) the corresponding control 
signals for both processing units (VNUs and CNUs); the 
early termination circuit is used for the verification of the 
parity check equations; if a codeword is found, decoding is 
stopped; otherwise, the decoder will perform the 
maximum number of iterations.  

The BS has a single pipeline stage, the VNU has 4 
combinational stages, while the CNU has 3 pipeline stages. 
The data read outputs of the memories are latched.   

The synthesis results for the implemented LDPC decoder, 
using Xilinx ISE 14.7 for Xilinx Virtex-7 VX485T device, 
indicate that it occupies 17290 LUT-FF pairs and 20 BRAM 
blocks. 

 
Figure 6 – CDF of CNU’s first combinational stage 

 
Figure 7 – CDF of VNU’s first combinational stage 

 
Figure 5 – Flooded MS LDPC decoder architecture 



 

TABLE I – AVERAGE VALUES OF FAILURE PROBABILITIES FOR 
CONSIDERED COMPONENTS 

Clock 
Period (ns) Memory BS VNU CNU 

5.5 0.00E+00 0.00E+00 0.00E+00 1.28E-10 
4.0 0.00E+00 0.00E+00 3.14E-08 3.51E-07 
2.5 9.64E-07 2.79E-06 1.92E-04 6.05E-04 
2.2 1.28E-05 2.71E-05 9.94E-04 2.33E-03 
1.9 1.60E-04 2.62E-04 4.80E-03 8.13E-03 

B.  Fault map generation 
The combinational components have been synthesized 

with Cadence Encounter RTL tool, while the generated netlists 
are composed of Inverter and NAND gates. Regarding the 
analysis, we have injected faults only in the data-path 
computation block, without altering the control unit. This 
relates to the fact that injecting faults into the control unit can 
create severe disruptions in the LDPC decoder’s data flow, 
such as reading/writing messages from/to incorrect memory 
addresses or routing messages to the inappropriate processing 
units, which make the decoder unable to perform the LDPC 
decoding algorithms. Furthermore, the area associated to the 
control unit is less than 2% of the entire LDPC decoder. Thus, 
protecting the control unit by additional redundancy will not 
influence in a significant way the area of the decoder. Fig. 6 
and 7 depict the CDF of the POs of the first CNU 
combinational stage and of the first VNU combinational stage.  

The developed LDPC decoder has a single clock domain. 
Therefore, the same timing constraint is applied to all 
combinational blocks. Table I summarizes the average value 
average failure probabilities for the components used in the 
decoder, as derived for the CDFs of each combinational stage 
and memory block outputs, for different clock periods values. 
For clock periods higher than 5.5	݊ݏ, the failure probabilities 
are less than 10ିଵ	; therefore, we have considered the 
decoder error free for these clock frequencies.    

This fault map provides good overview of the error 
conditions under which the MS LDPC decoder will exhibit 
error correction capability degradation.  

C. Fault injection framework 
The main goal of our analysis is to determine the error 

correction capability or decoding performance of the faulty 
MS LDPC flooded decoder. The considered metrics for the 
error decoding performance are: Frame Error Rate (FER) and 
Bit Error Rate (BER). The input messages for the decoder 
have been generate by C++ transmission channel model which 
consists of: (i) random word generator, which generates in a 
random manner the sequence of useful bits (ii) LDPC encoder 
– this component performs the encoding process using the 
word generate in the previous phase; it outputs a codeword 
(iii) channel model – it models the transmission channel and 
generates the corresponding noise, which alters the codeword. 
The output of the channel model represents the inputs of the 
RTL description of the LDPC decoder.  

 

 
Figure 8 – SFI framework for LDPC decoder analysis 

In order to determine the error correction capability of the 
LDPC decoder affected by timing errors, the outputs of the 
decoder have been compared with the codewords generated by 
the LDPC encoder used in the C++ transmission channel 
model. This represents a different strategy for reliability 
assessment of circuits, as it does not require the comparison of 
the outputs of the fault injected circuit with the outputs of the 
correct circuit (in this case, the output of the faulty LDPC 
decoder with the output of the correct decoder). 

In order to perform this type of analysis, which outputs the 
decoding performance of the LDPC decoder, the following 
SFI framework based on SystemVerilog has been developed. 
It consists of (Fig.8): 

 Transmission C++ model  
 System Verilog wrapper and interface – this component 

extracts the input codewords from the transmission C++ 
models and feeds them to the RTL LDPC decoder 

 RTL fault injected LDPC decoder 
This type of SFI framework enables us to determine the 

error correction capability of the LDPC decoder for different 
channel parameters, such as the Signal-to-Noise Ratio (SNR) 
for Binary Additive White Gaussian Noise (BiAWGN).  

D. Simulation results 
The simulations have been performed using Modelsim 

10.2 commercial simulator. BiAWGN channel model has been 
employed. Simulations have been performed for an SNR range 
from 1 dB - 3 dB, with a 0.25 dB step. For an SNR value and a 
clock period, the simulations stop either when 100 erroneous 
frames (which could not been decoded) have been obtained, or 
when 200.000 frames have been simulated. We have 
performed simulation for the following clock periods: 
,ݏ݊	5.5 ,ݏ݊	3.1 ,ݏ݊	2.5 ,ݏ݊	2.2   .ݏ݊	1.9

Fig. 9 and Fig. 10 depict the FER and BER for the faulty 
LDPC decoders. These two figures indicate that the timing 
errors which appear in the MS LDPC decoder for clock 
periods of 	3.1	݊ݏ	and 5.5	݊ݏ do not lead to error decoding 
performance loss with respect to the fault free decoder. 



 

 
Figure 9 – FER for faulty MS LDPC decoder 

 
Figure 10 – BER for faulty MS LDPC decoder 

 A slight decoding performance degradation (of less than 
0.1dB for a 10ିହ  BER) is observed when clock frequency is 
increased to 400MHz (clock period of 2.5ns), while for clock 
periods of 2.2ns, we observe significant error correction 
capability loss. For a clock period of 1.9	݊ݏ, the MS LDPC 
decoder cannot decode anymore.    

 

V. CONCLUSIONS 
 This paper presents a three level reliability assessment 
methodology for probabilistic timing error analysis. The goal 
of the proposed analysis is to evaluate complex circuits’ 
(described at RTL) behavior when subjected to timing 
violations. The proposed methodology combines SSTA 
performed in SPICE, gate level analytical techniques and 
saboteur based SFI performed at RTL. SSTA and PDF based 
propagation for gate level analysis has the role of determining 

the failure probabilities for each combinational block’s PO for 
a given clock frequency. This way, the obtained fault map 
reflects in an accurate way the timing violations due to 
overclocking across the entire circuit.  

 We have analyzed using the proposed methodology the 
error correction capability of an overclocked sub-powered 
flooded MS LDPC decoder. The analysis has been performed 
for BiAWGN channel model, from SNR range 1dB – 3 dB. 
The results indicate that increasing the clock frequency by a 
factor of 2 with respect to the maximum supported by the error 
free decoder will lead to no error correction capability 
degradation.  
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