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Abstract—In this paper we perform a fault tolerance 
assessment of flooded LDPC decoders affected by probabilistic 
timing errors, characteristic to sub-powered CMOS circuits. We 
investigate the error correction capability – in terms of Frame 
Error Rate (FER) – of faulty flooded Min-Sum (MS) and Self-
Corrected Min-Sum (SCMS) LDPC architectures for both 
Binary Input Additive White Gaussian Noise (BIAWGN) and 
Binary Symmetric Channel (BSC) channel models and flooded 
FAID architectures for BSC channel model.  The analysis is 
performed using a multi-level fault injection methodology, which 
accurately captures the probabilistic error profile of each 
combinational and memory blocks’ output, according to the 
different clock constraints. The analysis indicates that the LDPC 
decoders are capable to correct errors affecting the internal data-
path, not only those which appear in the transmission channel. 
Furthermore, the decoder potential to increase throughput by 
means of overclocking has been estimated to be between 77% and 
150%, while preserving the nominal error correction 
performance. 

  Keywords—LDPC Decoder, Simulated Fault Injection, 
Timing Analysis, Flooded Architectures 

I.  INTRODUCTION  
In the traditional models for data communication, it is 

assumed that error correction coding and decoding are reliable, 
while errors appear only in the transmission channel. However, 
in the deep nanometer CMOS technologies, the reliability of 
the forward error correction (FEC) coders and decoders may be 
affected by process, voltage and temperature (PVT) variations. 
Furthermore, the fault tolerance problems of nano logic devices 
are further augmented by the usage very low supply voltages, 
used in order to tackle the increased power consumption of 
modern integrated circuits. Therefore, it becomes critical to 
evaluate the error correction capability of FEC decoders which 
are built using unreliable logic components.  

Theoretical analysis of FEC decoders, mostly of LDPC 
decoders running on faulty hardware has been performed in 
works of [1-9]. In [1] decoding performance evaluation of one 
step majority LDPC decoders has been performed. Density 
evolution equations have been derived for noisy Gallagher-B 
and Belief-Propagation decoders [3][4]. Decoding performance 
has been analyzed for FAID LDPC decoders with processing 
errors [5]. MS LDPC decoder analysis for unreliable message 
storage has been performed in [6]. The error correction 
performance of MS based decoders under probabilistic faults 
has been performed in [7][8]. Fault tolerant decoding algorithm 
based on probabilistic gradient bit flipping decoder has been 
proposed in [9]. All these approaches performed theoretical 

analysis on LDPC C++/Matlab models. The major drawbacks 
of this works are: (i) few architectural and implementation 
details, such as memory organization, pipelining, processing 
units implementation, routing network implementation, have 
been considered (ii) simple probabilistic error models have 
been considered; the fault maps do not take into account the 
architectural and implementation characteristics of the LDPC 
decoders.  

In this paper, we present a fault injection based reliability 
analysis of flooded LDPC decoder architecture. The LDPC 
decoders are described in Verilog HDL at RTL level. 
Regarding the fault injection, we have used a 3-level reliability 
assessment methodology. It is based on statistical static timing 
analysis (SSTA) performed in SPICE [10], probability density 
function (PDF) propagation at gate level [10, and saboteur 
based SFI at RTL [11]. This way, we have modeled in an 
accurate way probabilistic timing errors characteristic to sub-
powered CMOS devices. The performed analysis represents a 
step forward with respect to the theoretical analysis in, as it is 
performed on synthesizable RTL descriptions of LDPC 
decoders and assumes more realistic timing fault models.  We 
have used the same architecture for three types of decoding 
algorithms – MS, SCMS and FAID – and we have analyzed 
their error correction capability for both BIAWGN and BSC.    

The paper is organized as follows: Section II presents the 
flooded LDPC decoder architectures; the evaluation 
methodology and the fault map generation is described in 
Section III; decoding performance results for MS and SCMS 
decoders under BIAWGN are presented in Section IV; the 
results for MS, SCMS and FAID decoders under BSC are 
given in Section V.         

II. FLOODED LDPC DECODER ARCHITECTURE 
We have implemented flooded MS, SCMS and FAID 

decoders for a (3,6) regular quasi-cyclic LDPC code, with 
codeword length of 1296 bits and a circulant size of 54. The 
architecture for the decoders is depicted in Fig.1. The number 
of both check node units and variable node units is equal to 
the circulant size (54). The message processing is performed 
as follows: (i) serial processing of messages at both CNU and 
VNU level (ii) the columns/rows in the parity check matrix 
corresponding to a column/row in the base matrix are 
processed in parallel (iii) the processing of the columns/rows 
within the base matrix is performed in serial.  
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Figure 1 – The flooded LDPC decoder architecture (erasure 

and α sign memories are used only in SCMS) 

We have considered quantisations of 6 bits for AP-LLR and 4 
bits for input LLR and check node message for the MS and 
SCMS, and 3 bits for check and variable node messages for 
the FAID decoder.  The architecture consists of: Input Log 
Likelihood Ratios (LLR) memory,  Variable Node Unit (VNU) 
block (54 VNUs which compute the corresponding variable-
to-check messages (α) for a column in the B matrix),  
Variable-to-check message memory, Variable-to-check 
message Barrel Shifter (BS), Check Node Unit (CNU) block 
(54 which units compute the corresponding check-to-variable 
messages (β) for a row in the B matrix), Check-to-variable 
message memory  (stores the check-to-variable node messages 
(β) in a compressed form), Check-to-variable message BS , 
Hard-decision buffer and early-termination circuit, and th 
Control unit (which provide the appropriate sequence of 
operations during the decoding process) 

SCMS decoding is based on the variable node message 
erasure, which is performed when the newly computed one 
has a different sign with respect to the previous one [13]. With 
respect to MS decoder, SCMS requires a different VNU, as 
well as two additional memories: the previous variable node 
message sign memory and the erasure bit memory. FAID 
decoding is based on the computation of new variable node 
messages from the input LLR and check-node messages using 
dedicated look-up tables [14]. The FAID decoder has the same 
architecture as the MS, with different VNU – specific to the 
FAID variable node computation -, and different sizes for 
memories and BS, due to different quantization.  

The CNU is common to all the decoders and has 3 
combinational stages. VNU has 4 combinational stages for 
MS, 5 for SCMS and 6 for FAID decoder. The BS are 
implemented using a single pipeline stage.  

III. FAULT INJECTION ANALYSIS 

A. Methodology 
 We have used a 3-level reliability evaluation methodology, 
which consists of: 

TABLE I – MINIMUM AND MAXIMUM PROBABILITIES IN MS, SCMS AND 
FAID DECODERS (NON-ZERO MINIMUMS) 

Clock 
Period 

(ns) 

MS SCMS FAID 

Min Max Min Max Min Max 

5.5 1.06E-09 1.06E-09 1.07E-09 1.07E-09 1.06E-09 1.06E-09 
4 3.46E-09 2.92E-06 2.92E-06 5.78E-09 3.46E-09 2.92E-06 

2.5 2.53E-09 5.04E-03 5.04E-03 2.53E-09 2.53E-09 5.04E-03 
2.2 2.72E-09 1.93E-02 1.93E-02 2.72E-09 2.72E-09 1.93E-02 
1.9 1.43E-08 6.73E-02 6.73E-02 1.43E-08 1.43E-08 6.73E-02 
1.7 2.40E-07 1.43E-01 1.43E-01 4.02E-09 2.40E-07 1.43E-01 

 

1. Standard cell characterization – SSTA based on Monte-
Carlo SPICE simulation  is used for determining the the 
propagation delay distribution for PVT variations of each 
standard cell component; the output of this step 
represented by each standard cell component’s PDF; the 
simulations have been performed for 45 nm PTM 
transistor model [12] and a supply voltage of 0.3V.  

2. Gate level PDF propagation – this step is performed in 
order to determine the failure probability of each primary 
output (PO) of each combinational block for a given delay 
constraint; for each PO, the worst propagation path is 
determined; the delay distribution is derived using a linear 
composition of PDFs [10]; the cumulative distributed 
function (CDF) of each PO is derived, which the failure 
probability of each PO dependent on a delay constraint; 

3. Saboteur based RTL SFI – probabilistic saboteurs are 
inserted in the RTL description on each PO of the 
combinational blocks as well as the memory components;  

By applying this methodology, we model in an accurate way 
the effects of probabilistic timing errors across the entire 
circuit. Thus, combinational outputs with lower latency have 
lower failure probability, as they are more likely to meet the 
timing constraints.    

Regarding the results processing, we have performed cross 
simulation between a transmission chain C++ model and the 
RTL Verilog description. The cross simulation is performed 
using a System Verilog framework, which makes use of the of 
the DPI-C interface. The transmission chain C++ contains the 
random frame generator, LDPC encoder, channel noise model, 
and the result comparison. We are performing comparison 
between the output of the fault injected RTL LDPC decoder 
and the output of the LDPC encoder. This way, we are able to 
compute FER and BER of the injected RTL decoder.  

 
Figure 2 - Average Number of Expected Faults per Iteration 



TABLE II – AVERAGE FAILURE PROBABILITIES FOR LDPC DECODER 
COMPONENTS 

Clock 
Period 

(ns) 
Mem BS 

MS/ 
SCMS 
CNU 

MS 
VNU 

SCMS 
VNU 

FAID 
CNU 

FAID 
VNU 

5.50 0.00 
E+00 

0.00 
E+00 

1.28 
E-10 

0.00 
E+00 

0.00 
E+00 

9.70 
E-11 

0.00 
E+00 

4.00 0.00 
E+00 

0.00 
E+00 

3.51 
E-07 

3.14 
E-08 

2.47 
E-08 

2.66 
E-07 

2.26 
E-09 

2.50 9.64 
E-07 

2.79 
E-06 

6.05 
E-04 

1.92 
E-04 

1.51 
E-04 

4.58 
E-04 

4.61 
E-05 

2.20 1.28 
E-05 

2.71 
E-05 

2.33 
E-03 

9.94 
E-04 

7.81 
E-04 

1.76 
E-03 

3.12 
E-04 

1.90 1.60 
E-04 

2.62 
E-04 

8.13 
E-03 

4.80 
E-03 

3.77 
E-03 

6.18 
E-03 

1.98 
E-03 

1.70 8.28 
E-04 

1.17 
E-03 

1.75 
E-02 

1.30 
E-02 

1.02 
E-02 

1.33 
E-02 

6.48 
E-03 

 

B. Fault Map of LDPC Decoders 
We have injected errors only in the data-path computation. 

A fault free control has been considered. Injecting faults into 
the control unit would create severe disruptions in the LDPC 
decoder’s data flow, including reading/writing messages 
from/to incorrect memory addresses or routing messages to 
the inappropriate processing units, which might make the 
decoder unable to perform the LDPC decoding algorithms. 
This represents a realistic assumption as in real-life designs it 
is common make controllers more robust that data-paths.  

Table I presents the minimum non-zero and maximum 
failure probabilities in the three LDPC decoders. Table II 
depicts the average failure probabilities in the LDPC 
decoders’ components, i.e the memory blocks, the BS, the 
VNUs and the CNUs. For the considered technology and 
supply voltage, we have performed simulations for clock 
periods between 5.5 ns and 1.7 ns, which correspond to error 
probabilities higher than 10ିଽ. Fig. 2 depicts the number of 
estimated number of activate faults in one iteration in the 
entire LDPC decoder, for a clock period between 2.5 ns and 
1.7 ns. It can be noted that the FAID decoder has significantly 
smaller number of expected faults with respect to the MS 
based decoders.    

C. Simulation setup 
We have performed simulations on 6 desktop computers. 

The RTL SFI has been performed using Modelsim 10.2 
simulator. For BIAWGN, we have simulated for SNR values 
between 1 dB and 2.75 dB, while for BSC we simulated for a 
crossover probability between 0.02 and 0.1. Regarding the 
number of simulated frames, the simulation for a specific SNR 
or crossover probability value would have stop either when 
100 erroneous frames are obtained, either when a maximum 
number of 200.000 frames have been simulated. A maximum 
number of 30 iterations are performed for the LDPC decoder. 
Simulating failure probabilities of 10ିଽare statistically 
relevant due to the high number of simulations, the high 
number of signals which are fault injected and due the high 
number of clock cycles required by the decoding process.  

IV. ANALYSIS OF LDPC DECODERS UNDER BIAWGN 
We have analyzed of faulty MS and SCMS flooded LDPC 

decoder under BIAWGN. Regarding the inputs for MS and 
SCMS decoders are 4-bit signed integers, representing 
quantized LLR values. We have used a gain factor applied to 
the channel output of 3.5, which has been proved to yield good 
performance in both waterfall and error floor region. 

 
Figure 3 – FER for faulty MS under BIAWGN 

 
Figure 4 – FER for faulty SCMS under BIAWGN with errors 

injected in the two memories 

 
Figure 5 – FER for faulty SCMS under BIAWGN with no 

errors injected in the two memories 



 
Figure 6 - FER for Faulty MS under BSC with gain factor of 3 

 

Fig. 3 depicts the FER for the faulty MS decoder. The 
figures indicate that the MS decoder has the same decoding 
performance for a clock period of 3.1ns as a fault free 
decoder. The average error rate for a decoder with a clock 
period of 3.1ns is of order 10ିହ, with a maximum of order 
10ିସ. A slight decoding performance degradation (of less than 
0.1dB for a 10ିହ  BER) is observed when clock frequency is 
increased to 400MHz (clock period of 2.5ns). The average 
error rate in this case is of order 10ିସ, while the maximum 
error rate is of order 10ିଷ. Therefore, average error rates of up 
to 10ିସ   in the decoder do not or only slightly affect the error 
correction capability. Significant decoding performance 
degradation is observed for a clock period of 2.2ns, which 
corresponds to an average error rate of 10ିଷ. For a clock 
period of 1.9ns, the MS decoder cannot decode. 

Fig. 4 depicts the FER for the faulty SCMS decoder, when 
the two additional memories are injected with errors. The 
figures indicate that the SCMS decoder has the same decoding 
performance for a clock period of 2.5ns as a fault free 
decoder. For a clock period of 2.2ns, the SCMS decoder 
exhibits an error floor starting at SNR  2.5dB. For a clock 
period of 1.9ns, the circuit has no error correction capability.  
Fig. 5 depicts the FER of the faulty SCMS decoder, when the 
two additional memories are fault free. A small decoding 
performance degradation (less than 0.1 dB) is observed for a 
clock period of 2.2ns. The error floor phenomena at SNR 2.5 
dB is not present when the two additional memories are error 
free.  

V. ANALYSIS OF LDPC DECODERS UNDER BSC 
We have analyzed MS, SCMS and FAID decoders under 

BSC. Regarding the gain factor, we have considered values of 
3 and 4 for the MS decoder. SCMS decoder is insensitive to 
the gain factor; thus, it is enough to simulate the SCMS 
decoder for a value of 4.  The gain factor values do not apply 
to the FAID decoder, which operate on binary input data. 

Fig. 6 and 7 depict the FER for the MS decoder with gain 
factor of 3 and 4. The results indicate a strong influence of the 
channel value for the MS decoder. On one hand, a channel 
value of 4 will lead to a better error correction capability of 

the decoder with respect to a channel value of 3. On the other 
hand, for a clock period of 2.2ns, the decoding performance 
when applying a channel value of 4 is almost the same with 
the one of an error-free decoder. Applying a channel value of 
3, decoding performance degradation can be observed for a 
clock period of 2.2ns with respect to the error-free decoder. 
For both values of the channel value, for a clock period of 
2.5ns or higher there is no performance loss in decoding, 
while for a clock period of 1.9ns, the decoders do not decode. 

 
Figure 7 - FER for Faulty MS under BSC with gain factor of 4 
 

 
Figure 8 - FER for Faulty SCMS with errors injected in the 

two memories 

 
Figure 9 - FER for Faulty SCMS with no errors injected in the 

two memories 



 
Figure 10 – FER for faulty FAID under BSC 

 
Fig. 8 depicts the FER for SCMS, when the two 

additional memories are injected with faults, while Fig. 9 
depicts the FER for SCMS decoders with error free additional 
memories. The obtained results are similar to the ones 
obtained for BI-AWGN. For the SCMS decoder with faulty 
previous ߙ sign memory and faulty erasure memory, an error-
floor type of behavior can be observed for a clock period of 
2.2ns. For the SCMS decoder with error free additional 
memories, the decoding performance for the clock period 
of	2.2ns is similar to an error free decoder.  

Fig. 10 depicts the simulation results for the FAID 
decoders under BSC channels. The FAID decoder presents no 
decoding performance degradation for clock periods of 2.2ns 
or higher with respect to the error free decoder. Slight 
performance degradation is observed for a clock period of 
1.9ns. The FAID decoder cannot decode for clock periods of 
1.7ns or lower.  

VI. CONCLUSIONS 
 We have performed a SFI based analysis of flooded LDPC 
decoder architecture. The goal has been to assess the reliability 
of the LDPC decoders under probabilistic timing errors, 
characteristic to the sub-powered CMOS devices. We have 
accurately modeled the timing faults affecting the 
combinational and memory outputs of the LDPC decoder using 
a multi-level SPICE-analytical-SFI approach. The following 
conclusions can be drawn from the performed analysis: 

1. The LDPC decoders are capable of correcting errors which 
also appear in their internal data path, not only errors in the 
transmission channel 

2. For BSC, the gain factor has a strong influence on the MS 
decoder performance: a gain factor of 4 leads to better 
better fault tolerance with respect to gain factor of 3. 

3. For both BSC and BIAWGN channels, the errors in the two 
SCMS-specific memories have a strong influence on the 
SCMS performance. For a clock period of 2.2ns, the SCMS 
decoder presents a high error floor when the two memories 
are affected by faults. When no errors are injected in the 
two additional memories, no decoding performance 
degradation occurs for SCMS for that value.  

4. FAID decoder can support lower clock frequency with 
respect to MS based decoders; however, the FAID decoder 
has a smaller number of expected errors for the same clock 
period with respect to the MS and SCMS decoder. 

The simulations indicate that the LDPC decoders have the 
potential to increase throughput by means of overclocking 
between 77% and 150%, while preserving the nominal error 
correction performance, for the considered technology and 
supply voltage value.  The obtained results suggest that energy 
improvements for LDPC decoders can be obtained by applying 
voltage scaling without the corresponding clock frequency 
reduction.  
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