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Abstract—Two error correction schemes are proposed for word
oriented binary memories that can be affected by asures, i.e.
errors with known location but unknown value. The easures
considered here are due to the drifting of the elédcal parameter
used to encode information outside the normal rangeassociated
to a logic O or a logic 1 value. For example, a dextric break-
down in a magnetic memory cell may reduce its elaatal re-
sistance sensibly below the levels which correspomnal logic 0 and
logic 1 values stored in healthy memory cells. Sualeviations can
be sensed during memory read operations and the agiged
information can be used to boost the correction cagbility of an
error-correcting code (ECC). The proposed schemes ebie the
correction of double-bit errors based on the combiation of
erasure information with single-bit error correction and double-
bit error detection (SEC-DED) codes or shortened (SECgodes.
The correction of single-bit errors is always guarateed. Ways to
increase the number of double-bit and triple-bit erors that can
be detected by shortened SEC and SEC-DED codes are
considered in order to augment the error correctioncapability of
the proposed solutions.

Keywords—resistance-switching memory; word-oriented binary
memory; MRAM; MTJ; dielectric breakdown; ECC; shortened
ECC; SEC; SEC-DED; DEC; TEC; erasure; soft information

. INTRODUCTION

The robustness of memory subsystems can be effctiv
increased with the help of ECCs [3][4][11][19]. Wniunately,
the ECCs are expensive in terms of latency andgoover-
head and this cost may rise quickly with the numbér
correctable errors. For example, a conventionglaihit error
correction (SEC) code requiras-1 check-bits fo2™ data-bits,
while a conventional double-bit error correctionE@) code
need2(m+ 1) check-bits for the same number of data-bits [2].

Here, we consider word-oriented binary memoriesctvhi
enable the identification of bits with a reducedeleof confi-
dence, called erasures. Such bits are not nedgssadneous,
but they have a higher probability to be affectgddorors.
Erroneous bits which involve erasures are easiecomect
since their positions are known [2]. We assume it
identification of erasures does not require supplaary
memory operations. For example, this may be the camag-
netic memory (MRAM) cells where the informationeiscoded
by the electrical resistance of a magnetic tunnmiction
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(MTJ). An MTJ may be affected by soft or hard ditlie
breakdown which can cause the drifting of its eieal re-
sistance outside the characteristic range of healiJs
[5][14][16].

Erasures may also occur in aggressively scaled mesno
distinct logic values are encoded by overlappirgriliutions
of some relevant electrical parameter. For exantpteglectri-
cal charge stored on the floating gates GPREOM/flash
memory cells may be distributed over slightly oapding
ranges [21]. Any read-out value that falls into twerlapping
region may be considered as an erasure.

Different approaches to extract and use erasuoenation
are available. When the memory latency and endarare not
an issue, thedouble-complement algorithm, can be used to
detect erasures induced by permanent faults [d-d@gision
decoding, usually applied to LDPC codes, offers atunal
support to exploit erasure information [6][18][21]An
algebraic decoding method able to handle erasuassalso
been proposed for BCH codes [7]. Unfortunately,hsaom-
plex decoding methods are more suitable for blatdnted
low-latency storage devices and rather inappropifiat word-
oriented fast memories.

Here, we propose two error correction schemes wigth
on erasure information in order to boost the nundfegrrors
that can be corrected with SEC-DED codes. Erasofi@r-i
mation is only exploited in the presence of detdetanulti-bit
errors so that single-bit errors are always coegcDouble-bit
errors become correctable in the presence of at tase true
positive, i.e. an erroneous bit indicated as emsBuccessful
decoding in the presence of false positives, iarect bits
indicated as erasures, requires that both erronédssare
identified as erasures. It is shown that virtuallly double-bit
errors become correctable if the probability thadmeous bits
are indicated as erasures is larger than 90%.

These schemes have also been analyzed in combinatio

with shortened SEC codes. Here, an ECC is calledested if
the number of data-bits per code word is belowrtiaimal
limit allowed by the available check-bit number.eThse of
shortened ECCs is imposed by the use of memory wiaes
equal to a power of 2. In such cases, importartdtifnas of
double-bit and triple-bit errors can be detectethwshortened
SEC and SEC-DED codes, respectively.



In order to increase the error correction capabiit the
proposed schemes, ways to construct shortened ®EEsc
with a high number of detectable double-bit errangl short-
ened SEC-DED codes with improved triple-bit erretedtion
(TED) are presented as well.

Two sources of memory erasures are discussed itm&ec
II. Section IIl presents two error correction sclesnthat are
based on SEC-DED codes and can take advantagasfrer
information in order to enable DEC capability. Theeror
correction capability of these schemes is evaluateSection
IV. Methods to increase the number of double-bit aiple-bit
errors detected with shortened SEC and SEC-DEDscade
presented Section V and Section VI, respectivelichScodes
can be used in conjunction with the error correcschemes
presented in Section Ill in order to mask all digtiele multi-bit
errors which involve erasures. Quantitative evabmat of the
impact on storage, latency and logic are repontedection
VII. The paper achievements are summarized in Gedtlll.

. SOURCES OFERASURES INMEMORIES

In certain resistance-switching memories, erasaoess be
induced by dielectric breakdown. For example, in AMR
cells, the information is encoded by the electrieaistance of
an MTJ which consists of two ferromagnetic layespasated
by a thin insulating layer [20]. The insulating é&ycan be sub-
ject to soft or hard dielectric breakdown whichresgnts a pri-
mary reliability concern in aggressively scaled netr
memories [5][14][16]. The electrical resistanceaafMTJ with
hard dielectric breakdown is sensibly lower tha@ éhectrical
resistance of healthy MTJs storing either a logar & logic 0
[5][16]. This may also be the case of MTJs thatehaxperi-
enced at least two soft dielectric breakdowns [14].

In an MRAM, the dispersion of the MTJ electrical re
sistance can be approximated by a Gaussian distrib[20]
which, in the presence of dielectric breakdown, dam
sketched as in Figure 1. MTJs with antiparallel neigation
(AM) of the ferromagnetic layers have the largdsicteical
resistance while those with parallel magnetizafiekl) have a
lower electrical resistance [20]. These two maga¢itn states
are used to encode binary values. MTJs with dietebteak-
down have the lowest electrical resistance.

As illustrated in Figure 1, such erasures can hectkd if
the values measured during a memory read operaien
compared against one additional reference valueloAg as
the electrical resistances of storage cells withedtric break
down fall into a range which is disjoint from thanges
corresponding to AM and PM states, an erasure hasle
probabilities to hide a logic 0 or a logic 1

In binary memories that are aggressively scalgtealetri-
ment of storage cell reliability, the electricakpaeter used to
encode information may be distributed as illusttateFigure 2
[21]. For example, such an electrical parameter lsanthe
electrical resistance of MRAM cells [20] or the cttecal
charge stored on the floating gate GPROM/flash memory
cells [21]. As shown in Figure 2, erasures candiedled if the
values measured during a memory read operatiocoanpared
against two reference values instead of one referealue.

Enriched erasure information can be obtained ifrtieas-
ured values are compared against three referencesvas
indicated in Figure 3. The reference value in thédfe allows
making a first guess of the stored logic value. dheer two
reference values define a range which correspoodedic
values that are measured with a low level of tré&st: this
shape of the probability density function, the pdoibity that a
bit with a low level of trust has indeed a wrondueais less
than 50%.

Erasures can be detected with limited impact on amgm
latency if the electrical signals sensed duringemary read
operation are compared concurrently against theraete
values illustrated in Figure 1 to Figure 3. A pbksiapproach
is to derive these values from a unique referemeemrror and
division transistors with appropriately selectedtegavidth
ratios [20].
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Fig. 1. Distribution of the MTJ electrical resistance, eegeed in an arbitary
unit [a.u.] in MRAMs with erasures.
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Fig. 2. Distribution of the information encoding parametexpressed in an
arbitary unit [a.u.] in agressively scaled memof.
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Fig. 3. Extraction of enriched erasure information with thelp of three
reference values in agressively scaled memorids [21



1. DEC SCHEMESBASED ONSEC-DEDCODES AND
ERASUREINFORMATION

Two error correction schemes are proposed in witieh
erasure information and SEC-DED codes are usedcable
DEC capability. Besides the stored code word, [zuttemes
receive an additional word where each bit indicaftdbe bit
with the same index in the code word has beenifilzhfas an
erasure during a memory read operation.

A first solution that uses tweonventional decoders is pre-
sented in Figure 4. During a memory read operatios,first
decoder receives bit values which are read-out fterstorage
cells using conventional reference values suclfoagxample,
the reference value used to discriminate betweei\M states
and the PM states in Figure 1 or Figure 3. Thersc®coder
gets a modified word in which the bits indicateceessures are
flipped.

The first decoder can be a conventional SEC-DEDdec
The second decoder can be a conventional SEC deabitsh
receives the same number of bits except for onekebi¢ as
compared to the SEC-DED decoder. In the case dfearl
block SEC-DED code, any check-bit can be neglecied,
assuming that each parity-check matrix line is ufmdthe
calculation of a syndrome bit, the SEC parity-chewkrix can
be derived from the SEC-DED parity-check matrix if:

coder if at least two of the affected bits are ¢atiéd as eras-
ures. Since the minimum Hamming distance of a SEDD
code is equal to 4, all triple-bit errors could detected and
corrected in the presence of an advantageous misuefand
false positives [2][7]. This feature is not consatk here as it
could prevent the correction of single-bit errdfsr example,
this could happen in the presence of three fals#tipes that
indicate a triple-bit error which generates the sayndrome
as the actual single-bit error which is not indéchas erasure.

Figure 5 illustrates an error correction schemé ukas two
conventional SEC-DED decoders in order to signaburecta-
ble errors at system level. Such a symmetricalcgira in
which both decoders are identical and only the t&pare
different is similar to the solution proposed irB[2vhich is
applied to extended Golay codes.

An unconventional error correction scheme that uses a
information to enable DEC

SEC-DED code and erasure
capability is sketched in Figure 6. A syndrome atiit from
the all-zero syndrome and not reserved for singlesbror

correction is used in a special module to selecoramthe
double-bit errors which could generate it. A doditeerror is

selected only if at least one of the bits affedigdhis error is
indicated as erasure. Another special module ig tseount
the total number of erasures. If this number igdathan 1, a
double-bit error is selected only if both bits affed by this

« the SEC-DED parity-check matrix is transformed viaerror are indicated as erasures. Syndrome generatiul
linear combinations among its lines such that tke n single-bit error correction are performed in a camional way.

parity-check matrix defines the same SEC-DED code

and contains only one line which involves the chiitk
to be neglected i.e. only one syndrome bit depends
on this check-bit,

» the parity-check matrix line which involves the cke
bit to be neglected is eliminated i.e. the onlydsgme
bit which depended on this check-bit is not congide
by the SEC decoder,

» the resulting SEC parity-check matrix is transfodme

linear combinations among its lines such that the n
parity-check matrix defines the same SEC code and
reaches a minimal density i.e. a minimal number of

logic 1 values.

The first step above can be avoided if the selechedk-bit
is taken into account by only one SEC-DED paritgath
matrix line. In this case, the third step abovedsnecessary if
the density of the SEC-DED parity-check matrix isimal. A
second criterion is to neglect the check-bit which cause the
elimination of the matrix line with the largest déy.

In Figure 4, a multiplexer is used to select amtigcor-
rected data words delivered by the two conventioeabders.
The output of the second decoder is selected drtlyei first
decoder encounters an uncorrectable error. If tobahbility
that erroneous bits are true positives is high, dbeond de-
coder receives a fully or partially corrected cadwd such that
it will deliver an error-free data word with a highobability.

Any triple-bit error that generates a syndrome edédht
from the syndrome of any single-bit error can beeded by
the first decoder and can also be corrected byséeend de-
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Fig. 4. DEC scheme based on a SEC-DED code, erasure irfformand
conventional SEC and SEC-DED decoders.
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Fig. 6. DEC scheme based on a SEC-DED code, erasure irfformand
unconventional error-correcting logic.



In Figure 6, an error vector is provided by theoerr

selection modules in order to indicate the bit fioiss affected
by the selected single-bit or double-bit error. &nstruction,
at most one error selection module can deliverrazavo error
vector at a time.

The schemes proposed here do not rely on spestahdies
between the code words which were introduced te iato
account the erasure information i.e. tm@log weight [1] or

The probability/7 ..o to correct a double-bit error with the
scheme in Figure 6 can be expressed as follows givethe
average number of double-bit errors that generagesame
syndrome in a SEC-DED code:

Nz-p) e (-2, )

corr, err

n, .. =2P

unconv err

(1-p

err

where the first term involves only one true positiand the
second takes into account two true positives. Tirst ferm

the generalized distance [8]. For example, in the presence of arequires the absence of false positives while teorsd term

false and a true positive, the schemes proposes damnot
correct double-bit errors. This situation can bedhed with the
special distances defined in [1][8] in the spedases when
there is no double-bit error which (a) could affdw correct
bit indicated as erasure and (b) generates the samieome as
the real error. This situation may only occur wistrortened
linear block SEC-DED codes are used since onlysatb-of
the code word bits can be affected by the doulilebbrs
which correspond to certain syndromes. This istdue fact
that in a linear block SEC-DED code, a bit canmoiaffected
by two double-bit errors that generate the samersyne. For
example, if the SEC-DED code words have an odd eurob
bits, there is always at least one bit that catoaffected by
any double-bit that corresponds to a certain synéro

V. PROBABILISTIC ESTIMATION OF THEDOUBLE-BIT
ERRORCORRECTIONCAPABILITY

In this section, we estimate the probability toreot a
double-bit error with the schemes proposed in 8adii, un-
der the assumptions that:

e an n-bit SEC-DED wordwith k data-bits and=n-k

check-bits is accessed during each memory rea

operation,

» the bits of the accessed words are affected byperu
ent and identically distributed random errors,

» correct and erroneous bits are indicated as emsiitie
the probabilitieR,, andPq,, respectively.

tolerates the presence of one false positive in comgpeting
double-bit error that generates the same syndrantieeaactual
double-bit error.

For SEC-DED codes with fixed parity [12][13], the
parametenv can be approximated as below:

av n(;_—ll)iz

where the numerator represents the number of dduitoberors
and the denominator is the number of syndromes tsed
double-bit error detection.

The probabilities 7. and/7,con are illustrated in Figure 7
and Figure 8, respectively, as functions Ry, for several
values ofP.,, and a SEC-DED code with 32 data-bits and 7
check-bits. As one could expe®,,, and Py, have opposite
impacts on the probabilitiel,, and /7. Therefore, the
effectiveness of the proposed solution depends@mlbility to
obtain a highPg, while maintaining thé,, as low as possible.

IMuncony IS larger tharf7,,, due to the fact that the scheme in
igure 6 can simultaneously handle several falsgtipes.
his property enables the correction of a largetiba of the

double-bit errors in memories where erasure meshaniare
responsible for more than 90% of the total numibermneous
bits.

It comes out that forP,, below 0.1% the proposed
schemes have similar error correction capabilitiesthis re-
gion, Py has very little impact on the probability to catre

The probability /7., that a double-bit error is corrected double-bit errors an®e, can be improved, by changing the

with the schemes sketched in Figure 4 and Figuwansbe ex-
pressed as below:

/7canv = [1 _(1 _Perr)z](l _Pcorr)n_z + Pezrr[(n _2) Rarr(l _Pcarr)n_3]
where the first term gives the error correctionbadaility in the
absence of false positives and the second ternrsde case
when there is only one false positive. In the farwese, there
should be at least one true positive while, in ldtéer case,
there should be two true positives.

Double-bit errors cannot be corrected with the sw®
presented in Figure 4 and Figure 5 in the preseho®ore than
one false positive. Consequently, these schemewthandle
double-bit errors if the encoded data words contadme than
three erasures.

reference values illustrated in Fig.1, Fig. 2 amgl B, as long
asP.; is kept below 0.1%.

The occurrence probability of an erasupg,,+Pg;, can be
estimated from Figure 1 to Figure 3 by integratimg probabil-
ity density functions over the domains associated @rasures.
This gives a hint about the upper limit Bf,,, which is ex-
pected to be small in memories with reasonableagéorcell
reliability.

Given the values of the probabilitié,, and /7o the
memory MTTF improvement can be calculated as pregpas
[10].
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V. SHORTENEDLINEAR BLOCK SECCODES WITH

INCREASEDDED CAPABILITY

The error correction schemes in Figure 4 to Figucan be
generalized to ECCs that can correct uprmibit errors and
detect completely or partiallyr+1)-bit errors [23] in order to
enable the correction of the detectable errors.

This section is devoted to the generation of sheddinear
block SEC codes with the goal to increase the nunabe
double-bit errors that can be detected and fir@dlyected with
the help of slightly modified versions of the ermrrection
schemes proposed in Section Ill. For example, guféi 9 is
sketched a version of the error correction schamEigure 4
which was adapted to a shortened SEC code. The dok€ne
in Figure 6 can also be adapted to a shortenedc8BE just by
restricting the number of syndromes available foulde-bit
error detection.

(based on shortened SEC codes) can be calculatedastion
IV if the number of detectable double-bit errorsdathe
parametenv are appropriately updated.

Uncorrectable
error

SEC —l SEC-partialDED
code word f r v
Corrected
data word
Erasure N
information 7 E SEC decoder 1

Fig. 9. Partial DEC scheme based on a shortened SEC cadsure
information, a conventional SEC decoder and a S&@igiDED
decoder.

Table | reports the numbers and ratios of deteetdbuble-
bit errors in shortened linear block SEC codes ttooted with
the approach proposed in Annex |. These numberairem
relatively close to the upper limit whose calcuatiis ex-
plained in Annex I. The probability to correct déedbit errors
with the error correction scheme in Figure 9 andrigure 6

TABLE I.  NUMBERS AND RATIOS OF DETECTABLE DOUBLE-BIT ERRORS
IN THE GENERATED SHORTENEDLINEAR BLOCK SECCODES
Number of Detectable double-bit errors
SE(;: %"?‘tta syndromes avail
code | -DIS | “1e for DED | Obtained number Upper limit
(12,8)| 8 3 18 (27%) 18 (27%)
(21,16)| 16 10 90 (43%) 100 (48%)
(38,32)| 32 25 415 (59%) 475 (68%)
(71,64)| 64 56 1813 (73%) 1960 (79%)
VI.  SHORTENEDLINEAR BLock SEC-DEDCODES WITH

INCREASEDTED CAPABILITY

Shortened linear block SEC-DED codes with a nundfer
data-bits per code word equal to a power of 2 entldd detec-
tion of large fractions of triple-bit errors. If 8EDED decoders
with partial TED capability are used in Figure 4ddfigure 5,
then all detectable triple-bit errors become cdatgle with an
advantageous mix of true and false positive. Annaarged
version of the scheme in Figure 4 which enabletagbdriple-
bit error correction (TEC) is illustrated in Figut®.

With the error correction scheme in Figure 10, etigie-
bit error that can be detected with the shortenE€-BED
code is corrected if one of the following combina8 of true
and false positives occurs:

» 3 true positives and 0 false positives,

» 3 true positives and 1 false positive which will Hemn-
dled by the SEC decoder,



2 true positives and 0 false positives since thentsi
erroneous bit will be masked by the SEC decoder.

Uncorrectable
error

SEC-DED / SEC-DED-partialTED
code word decoder
Corrected
dataword
Erasure N
information ﬁge SEC decoder !

Fig. 10. Partial TEC scheme based on a shortened SEC-DEB, evdsure
information, a conventional SEC decoder and a SEDD
partialTED decoder.

Here, we are especially interested in SEC-DED codts
fixed parity which enable an efficient implemenvati of
double-bit error detection. Approaches have beepgsed to
construct parity-check matrices with odd-weightucohs for
shortened SEC-DED codes with fixed parity [9][18ddarge
numbers of detectable triple-bit errors [17]. Thapproaches
require manipulations of the triple-bit errors atiir syn-
dromes [17].

We generated SEC-DED parity-cheakatrices with in-
creased triple-bit error detection with an altere@pproach
which is only looking at the double-bit errors attmir syn-
dromes. According to the demonstration presentekhimex I,
a maximal number of triple-bit errors can be deteédf the
double-bit errors are distributed uniformly ovee tsyndromes
responsible for their detection. Dealing with daublt errors
instead of triple-bit errors reduces the searcleesad enables
faster search algorithms. In this way, more SEC-DO#Dty-

check matrices can be generated in order to provide mor

alternatives for the selection of an efficient heade

implementation.

VIl.  QUANTITATIVE EVALUATIONS

The interest of the error correction schemes ptedemere
can be understood by looking at the informatioarégie) over-
head of several conventional linear block SEC, $HED and
DEC codes reported in Table Il. With respect to DIEC
codes, the check-bit number of the SEC and SEC-b&d2s
is reduced by 50% and roughly 40%, respectively.

Latency and logic costs of the proposed error ctioe
schemes are reported in Table Il and Table IV .s€heosts are
calculated with respect to the latency and logee f hard-

The scheme in Figure 4 is also faster than thensehie
Figure 6. Excepting the case when SEC codes witht&-bits
are used, the scheme in Figure 9 is also fasterttieascheme
in Figure 6. The schemes in Figure 4 and Figurev@lalso a
lower logic size than the scheme in Figure 6.

With respect to a conventional DEC decoder, theniat
overhead of the scheme in Figure 6 does not extE¥dwhile
its logic overhead stays below 40%.

Table V compares the latency and size of the fakigk
implementations of the schemes in Figure 10 andrEig. The
impact on latency of partial TED increases with tluenber of
data bits while its influence on the logic size a@ms limited.
The numbers of triple-bit errors that can be detkcand,
potentially, corrected with the scheme in Figureat® identi-
cal to the numbers of triple-bit errors that carndetected with
the odd-weight column SEC-DED codes generatedh [1

TABLE ll. MINIMAL INFORMATION OVERHEAD OF CONVENTIONAL

LINEAR BLOCK SEC,SEC-DEDAND DEC CODES

SEC codg
50%
31%
19%
11%

Data-bits
8
16
32
64

SEC-DED codg
63%
38%
22%
13%

DEC code

100%
63%
38%
22%

e

TABLE lll. LATENCY RATIO W.R.T. CONVENTIONAL DEC DECODERS

SEC code SEC-DED code
Conventiongl Figure 9 ConventionehFigure 4 Figure
79% 100% 82% 99% 1104
80% 101% 79% 989 111
77% 95% 76% 90% 107
74% 96% 73% 87% 109

Data-
bits
8
16
32
64

Figure 6
96%
104%
106%
107%

TABLE IV. LOGICRATIO W.R.T. CONVENTIONAL DEC DECODERS

Data- SEC code SEC-DED code

bits |Conventiond| Figure 9| Figure 6 | ConventionalFigure 4 Figure 6
8 23% 51% 57% 25% 53% 126%
16 19% 38% 67% 20% 43% 115%
32 11% 26% 57% 13% 35% 126%
64 8% 17% 62% 9% 19%)| 138%

TABLE V. BENEFIT AND COST OF THESCHEME IN FIGURE 10 W.R.T. THE
FASTESTIMPLEMENTATION OF THESCHEME IN FIGURE 4

wired dictionary-based decoders of linear bloc Di6@es. The
costs of conventional SEC and SEC-DED decoderq13P]
are also reported. The logic synthesis was perfdrmih

Achieved number (ratio) of

Synopsys Design Compiler and the primary goal vasla-

tency minimization since, for large memories, thkative size

of the error correction logic is expected to beligége.

The scheme in Figure 4 is always faster and sméiléer a

conventional DEC decoder. The scheme in FiguresSshmilar
properties but remains slower than the schemeguar€&i4. This
is due to the fact that double-bit error detectimtiaster in a
SEC-DED code with fixed parity [13] than partialutide-bit
error detection in a shortened SEC code with theesaumber
of data-bits.

s | gSeectale et 1o | ugmeniaion augmeniaon
8 66(23%) 0% 0%
16 540(35%) 1% 6%
32 3,79942%) 4% 0%
64 26,96845%) 13% 3%
VIII. CONCLUSIONS

Two error correction schemes were proposed forrpina
memories that can be affected by erasures. Doublertor
correction was enabled with the help of erasurerimétion
and SEC-DED codes. The probabilities that doulieslrors



are corrected were expressed and evaluated asofumactf the
probabilities that correct and erroneous bits adicated as
erasures. It was shown that virtually all doubledyrors be-
come correctable in memories protected by SEC-Dbies
where at least 90% of the erroneous bits are iiEhtas eras-
ures. Approaches to construct shortened lineakB€C and
SEC-DED codes were presented in order to increhse
number of detectable double-bit errors and triptedorors,
respectively. These errors can be corrected wighptioposed
schemes if half or the majority of the erroneous hre indi-
cated as erasures. Latency and logic costs ofrtipoped error
correction schemes were estimated with respectotovem-
tional SEC, SEC-DED and DEC decoders.
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ANNEX |

A linear block SEC code can be defined with thephadfla
binary matrix, called parity-check matrix Hrmatrix, such that
a binary column vectov is a code word if and only if it fulfils
the relation below [15]:

HIV=0

EachH-matrix column corresponds to a particular bit posi-
tion in the code words. The numberkmatrix rows is equal
to the check-bit number. During the decoding prscef a
vectorV, a syndrom&is calculated with the expression below:

1)

If Sis an all-zero syndrome, the binary vectois assumed
to be an error-free code word. A single-bit errengrates a
syndrome identical to thid-matrix column that corresponds to
the corrupted bit position while a double-bit erppoduces a
syndrome equal to the bitwise modulo-2 sum of Hhmatrix
columns that correspond to the erroneous bit positi SEC
capability can be ensured if the columns of thenatrix are
different from each other and from the all-zeroucaoh. The
maximum number of bita in a SEC code word &-1 if r is
the check-bit number.

S=HIV

Usually, the number of data-bits accessed in a mgnead
or write operation is a power of 2. As a resulprééned SEC
codes are used in which thEmatrix columns do not exploit
all possible combinations ofbit vectors. In such a casebit
vectors which are different from thé&matrix columns and the
all-zero vector can be used as syndromes for dehiblerror
detection (DED) [17].

In a linear block SEC code, all bit positions cotad by
two different double-bit errors that generate thes syndrome
are necessarily different. Consequently, the masinmumber
of double-bit errors that can generate the samelreyme is
given by the floor functionn/2]. The product between this
number and the number of syndromes available foDDE
(2-1-n), can be used as an upper limit for the number of



double-bit errors that can be detected with a shed SEC
code.

Each syndromé& available for DED can be used to define
a linear functiorFg on the syndrome spa¢@,1}" as below:

Fsr "{0'1}r - {0,1}’, Fsr (X) = si Ox
where the symboll’ stands for the bitwise modulo-2 sum.

Maximum DED capability implies thaeg maps a maxi-
mum number of syndrome§used for SEC among each other.
SinceFg is a bijection, it will also map a maximum numioér
syndromes available for DED among each other. Hieerl
syndromes can be groupedzgro-sum triples (S, S, S) that
contain theS syndrome as follows:

F(s)=s s,0s,08=0

Si

<

A maximum DED capability requires a maximum number

of such triplets. Moreover, this property shouldilposed to

any linear functiorFg defined as above with the help of each

syndrome§ available for DED. Consequently, a maximum
number ofzero-sum triples should be formed by all the syn-
dromes available for DED.

We use a greedy algorithm to fir@gl-1-n r-bit vectors
which are different from the all-zero syndrome aedine as

a sub-set of syndrome3 that correspond to single-bit
errors which affect bit positions that cannot bected
by any of the double-bit errors identified by thgs
dromesS.

By definition, the bitwise modulo-2 sum between #ya-
dromes§ and § is distinct from any syndrome that corre-
sponds to a single-bit error. It is also differéom the all-zero
syndrome and any syndrome that corresponds to bleloiut
error due to the code word fixed parity. Consedyetitis sum
corresponds to the syndrome of a detectable thplerror.
Givenx;, the number of double-bit errors that can be detec
by the syndromeS, there aren-2x single-bit errors which
affect bit positions that cannot be affected byalde-bit error
identified by the syndromg. Hence, there ang(n-2x) triple-
bit errors that can be detected by a syndrome etjua
combination of§ and§ syndromes.

The total number of detectable triple-bit errorsn dae
expressed as below:

'72('7‘1)_3 2 2
2 e @

DED-set

#TED= Y % (=2x)

DED-set

where the sum oveg’s is replaced by(n-1)/2 and the divisor
3 is introduced to account for the fact that aléripit error can
be generated by three different combinations obabté-bit

many zero-sum triplets as possible. The remaining non-zeroerror and a single-bit error.

r-bit vectors are used to fill thd-matrix columns for am-bit
SEC code. Subsequently, tHematrix density can be reduced
by performing linear operations on tHematrix lines such that
the resultingH-matrix defines the same SEC code [10].

ANNEX I

Consider a shortened linear block SEC-DED code with
data-bits and check-bits (=k+r) per code word. Consider
also that all code words have the same parity PYLB].
During the decoding processpit vectors, called syndromes,
are calculated as shown in (1). One can identiéyftilowing
sets of syndromes:

1. a set composed of the all-zero syndrome used to
identify error-free code words,

2.
single-bit error correction,

3. a DED-set which contains all syndromes used for,
double-bit error detection i.e. which is disjoirarh the
first two sets,

4,

used for triple-bit error detection i.e. which isjdint
from the first two sets.

Due to the fixed parity of the SEC-DED code, thelDénhd
TED sets are also disjoint.

With respect to each syndrorBein the DED-set, the SEC-
set can be partitioned into two sub-sets.

a sub-set of syndromé3 that correspond to single-bit
errors which affect bit positions that can alsaffected
by a double-bit error identified by the syndrofe

Relation (2) shows that the number of detectalipetbit
errors can be maximized if the square sum is mizenhi Since
the sum ovex; is constant, the square sum can be minimized
by (a) increasing the number of syndromes in th®3Et and
(b) balancing the; values.

In the case of linear block SEC-DED codes with dixe
parity, the first possibility is not an option dset DED-set
cardinality is 2°-1. Hence, the upper limit of (2) can be
calculated by replacing thels with integer values which are as
balanced as possible. The obtained upper limitsghware the
complementary of the lower limits illustrated inbla VI, are
similar to the limits reported in [17].

Expression (2) can also be applied to linear bIS&C-
DED codes without fixed parity. In such a case, DD and

a SEC-set which contains all syndromes used folED sets are not necessarily disjoint and the npatidy of the

cardinality of the DED-set can be increased in otdémprove

the upper limit of (2). Explorations of such anagkd search
space have been performed in [17] and are beyenddbpe of
the present study.

a TED-set which contains all syndromes that can be TABLE VI. Limits FOR THE MINIMAL NUMBERS OF UNDETECTABLE

(MISSCORRECTED TRIPLE-BIT ERRORS IN SHORTENED SEC-
DED CODES WITHFIXED PARITY

Data-bits According to (2) According to [17]
8 220(77%) -

16 999(65%) 1,00065%)

32 5,324(58%) 5,32458%)

64 32,60054%) 32,60055%)

128 220,72853%) 220,72853%)




